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The objectives of the study were to conduct a series of 
observations and experiments under as real-life a situa- 
tion as possible related to: (i) user context of questions 
in information retrieval; (ii) the structure and classi- 
fication of questions; (iii) cognitive traits and decision 
making of searchers; and (iv) different searches of the 
same question. The study is presented in three parts: 
Part I presents the background ot the study and de- 
scribes the models, measures, methods, procedures, 
and statistical analyses used. Part II is devoted to results 
related to users, questions, and effectiveness measures, 
and Part III to results related to searchers, searches, and 
overlap studies. A concluding summary of all results is 
presented in Part III. 

introduction 

Problem, Motivation, Significance 

Users and their questions are fundamental to all kinds of 
information systems, and human decisions and human- 
system interactions are by far the most important variables 
in processes dealing with searching for and retrieval of in- 
formation. These statements are true to the point of being 
trite. Nevertheless, it is nothing but short of amazing how 
relatively little knowledge and understanding in a scientific 
sense we have about these factors. Information retrieval 
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systems, expert systems, management and decision infor- 
mation systems, reference services and so on, are instituted 
to answer questions by users-this is their reason for exis- 
tence and their basic objective, and this is (or at least should 
be) the overriding feature in their design. Yet, by and large 
and with very few exceptions (see ref. 1) the basis for their 
design is little more than assumptions based on common 
sense and interpretation of anecdotal evidence. A similar 
situation exists with online searching of databases. While 
the activity is growing annually by millions of searches it is 
still a professional art based on a rather loosely stated set of 
principles (see ref. 2) and experience. While there is noth- 
ing inherently wrong with common sense, professional art, 
and principles derived from experience or by reasoning, our 
knowledge and understanding and with them our practice 
would be on much more solid ground if they were confirmed 
or refuted, elaborated, cumulated, and taught on the basis of 
scientific evidence. 

Since 1980 a number of comprehensive critical literature 
reviews have appeared on various topics of information 
seeking and retrieving, among them reviews of research on 

. interactions in information systems, by Belkin and 
Vickery [3] 

l information needs and uses, by Dervin and Niles [4] 

l psychological research in human computer interaction, 
by Borgman [5] 

l design of menu selection systems, by Shneiderman [6] 

l online searching of databases, by Fenichel [7] and Bell- 
ardo [8]. 

It is most indicative that an identical conclusion appears in 
every one of these reviews despite different orientation of 
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the review and different backgrounds of the reviewers. They 
all conclude that research has been inadequate and that more 
research is needed. In the words of Belkin and Vickery: 
‘1 . . . research has not yet provided a satisfactory solution to 
the problem of interfacing between end-user and large scale 
databases.” Despite a relatively large amount of literature 
about the subject, the research in information seeking and 
retrieving is in its infancy. It is still in an exploratory stage. 

Yet, the future success or failure of the evolving next 
generation of information systems (expert systems, intel- 
ligent front-ends, etc.) based on built-in intelligence in 
human-system interactions depends on greatly increasing 
our knowledge and understanding of what is really going on 
in human information seeking and retrieving. The key to the 
future of information systems and searching processes (and 
by extension, of information science and artificial intel- 
ligence from where the systems and processes are emerging) 
lies not in increased sophistication of technology, but in 
increased understanding of human involvement with 
information. 

These conclusions form the motivation and rationale for 
the study reported here and describe our interpretation of the 
significance of research in this area in general. 

Background 

The work reported here is the second phase of a larger 
long-term effort whose collective aim is to contribute to the 
formal characterization of the elements involved in informa- 
tion seeking and retrieving, particularly in relation to the 
cognitive context and human decisions and interactions in- 
volved in these processes. The first phase, conducted from 
1981 to 1983 (under NSF grant IST80-15335) was devoted 
to development of appropriate methodology; the study re- 
sulted in a number of articles discussing underlying con- 
cepts, describing models and measures, and reporting on 
pilot tests [9-181. These articles explain the methodological 
background for the second phase. 

The second phase is reported here. It was a study con- 
ducted from 1985 to 1987 (under grants listed under title) 
devoted to making quantified observations on a number of 
variables as described below. To our knowledge this is the 
largest and most comprehensive study in this area conducted 
to date. Still and by necessity (due to the meager state of 
knowledge and observations on the variables involved) this 
is an exploratory study with all the ensuing limitations. The 
results are really reflective of the circumstances of the ex- 
periments alone. While at the end generalizations are made, 
they should be actually treated as hypotheses ready for veri- 
fication, refutation, and/or elaboration. 

The third phase (planned for 1987 to 1989) will have as 
its objective to study in depth the nature, relations and 
patterns of some of the critical variables observed here. In 
this way we are trying to proceed (or inch) along the classic 
steps of scientific inquiry. 

Organization of Reporting 

A comprehensive final report to NSF deposited with 
ERIC and NTIS [ 191 provides a detailed description of mod- 
els, methods, procedures, and results; a large appendix to 
the report contains the “raw” data and forms and flowcharts 
for procedures used. Thus, for those interested there is a 
detailed record of the study, particularly in respect to proce- 
dures and data. 

In this journal, the study is reported in three articles or 
parts. This first part is devoted to description of models, 
measures, variables and procedures involved and relates the 
study to other works. The second part, subtitled “Users and 
Questions” presents the results of classes or variables that 
are more closely associated with information seeking; in- 
cluded in Part II are also results related to effectiveness 
measures. The third part, subtitled “Searchers and 
Searches” is devoted to the classes of variables that are more 
closely associated with information retrieving. A summary 
of conclusions from the study as a whole is also presented 
in Part III. 

Objectives and Approach 

As mentioned, the aim of the study was to contribute to 
the formal, scientific characterization of the elements in- 
volved in information seeking and retrieving, particularly in 
relation to the cognitive context and human decisions and 
interactions involved. The objectives were to conduct the 
observations under as real-life conditions as possible related 
to: (1) user context of questions in information retrieval; (2) 
the structure and classification of questions; (3) cognitive 
traits and decision-making of searchers; and (4) different 
searches of the same question. 

The following aspects of information seeking and re- 
trieving were studied as grouped in five general classes of 
the entities involved: 

1. 

2. 

3. 

4. 

5. 

User: effects of the context of questions and constraints 
placed on questions. 

Question: structure and classification as assigned by 
different judges and the effect of various classes on 

retrieval. 

Searcher: effects of cognitive traits and frequency of 
online experience. 

Search: effects of different types of searches; overlap 
between searches for the same question in selection of 
search terms and items retrieved; efficiehcy and effec- 
tiveness of searches. 

Items retrieved: magnitude of retrieval of relevant and 
nonrelevant items; effects of other variables on the 
chances that retrieved items were relevant. 

The approach was as real-life as possible (rather than labo- 
ratory) in the following sense: 
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. users posed questions related to their research or work 
and evaluated the answers accordingly; they were not 
paid for their time, but received a free search 

l searchers were professionals, i.e. searching is part of 
their regular job; they were paid for their time 

l searching was done on existing databases on DIALOG. 
There were no time restrictions 

. items retrieved (i.e. answers) were full records as avail- 
able from the given database. 

The control was that all the searching was done under the 
same conditions. However, for control purposes there were 
two major restrictions departing from real-life situations: (i) 
only one and the same database was used for searching the 
same question by different searchers; in real-life more than 
one may be used; and (ii) searchers did not have access to 
users for interviews, they all received the same written ques- 
tion as elaborated by the user. These restrictions were posed 
because there was no way that we could control the obser- 

vations otherwise. However, similar restrictions are not that 
uncommon in real-life searching. 

Related Works 

The enumerated reviews [3-81 provide an extensive cov- 
erage of works related to this study, particularly the review 
by Belkin and Vickery [3], thus only a brief overview is 
provided here. 

Models of Information Seeking Context 

An exhaustive list of variables by Fidel and Soergel [20] 
illustrates the complexity of the context and processes in 
online searching: they listed over 200 variables grouped into 
8 broad categories. Other models in which some or other of 
these variables were highlighted greatly depended on a 
given view of the information seeking context. For a long 
time the predominant concept around which models re- 
volved was the concept of information need; we shall men- 
tion Taylor’s work [21] as representative of this school of 
thought. Slowly, modeling changed to that of problem ori- 
entation, viewing the problem behind the question, rather 
than information need as central to information seeking 
context. The work by Belkin and colleagues [l, 22,231 is 
representative of the problem oriented school of thought, 
which has increasingly borrowed notions and approaches 
from cognitive science. The study reported here belongs in 
this problem oriented category, greatly affected by cognitive 
science. 

Models of Questions 

The nature of questions, as reviewed by Graesser and 
Black [24], has been a subject of study in a number of fields 
from philosophy and logic to computer science and atti- 

ficial intelligence. Librarianship also has many works on 

classification of questions, some going back over 50 years 
[25]. More recently, the whole area of questions and ques- 
tioning has become an intensive area of study in artificial 
intelligence because of its importance to natural language 
processing, question-answering systems, and expert sys- 
tems. The book by Graesser and Black is representative of 
work in this area. So is the pioneering work by Lehnert 
[26]. Among other things, she provided a novel classi- 
fication scheme for questions. The work on questions in 
artificial intelligence is innovative, but it also demonstrates 
that the progress in this area is slow and incremental. The 
study reported here in regard to structure and classification 
of questions is complementary to this work in artificial 
intelligence. 

Models of Search Processes 

A number of works in information science have been 
devoted to modeling and description of the search process. 
These range from simple flowcharts to complex analysis of 
the elements and steps involved. Here are some representa- 
tive models that deal with 

. elements and tactics in question analysis and search 
strategy, by Bates [27,28] 

l types of search strategies, by Markey and Atherton [29] 

l definition and principles of user interviews and search 
processes, by Soergel [30] 

. identification of heuristics and tactics that are applicable 
to a wide range of search problems, by Hatter and Peters 

[311 

Most of the descriptions in these studies have been in- 
ferred from observations of professional practice or describe 
desires to improve practice and make it more standardized. 
Remarkably few models have been put to a scientific test. 

Empirical Studies 

The factors affecting online searching and human-system 
interface have been studied in a number of experiments in 
which data were collected under (more or less) controlled 
conditions. Here is a list of representative topics in such 
studies (for others, see ref. 3) 

l differences in searching and in search results as affected 
by various degrees of searching experience, by Fenichel 
1321 

. relationship between some given cognitive character- 
istics or educational level of searchers and type of 
searching and/or search results, by Bridle [33], Bellardo 
[34], and Woelfl [35] 

. types of elements, sequences, and modifications in the 
search process, by Penniman [36,37], Fidel [38], and 
Oldroyd and Cetroen [39] 
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effects of the type of training received by searchers, by 

Borgman [40] 

effects of various types of search questions and various 
user goals on searching, by Rouse and Rouse [41] 

observation of end user search behavior in an oper- 
ational setting, by Sewell and Teitelbaum [42] 

conceptualization and test of the search process as 
an imperfect decision-making task, by Fischhoff and 
MacGregor [43] 

The study reported here is closely related by type to the 
empirical studies reviewed above and as a result it builds on 
these studies. 

General Model 

Complex systems such as information retrieval systems 
(or information systems in general) can be modeled and 
studied in a number of ways. In the 1960s and 1970s the 
emphasis was on study and evaluation of input processes 
and components, such as various representations of docu- 
ments (or texts) and subsequent retrieval effectiveness. In 
the 1980s a shift occurred toward study of output processes, 
users and interactions. In either case, a part of the larger 
system or a microsystem was isolated, modeled and studied. 

Information seeking and retrieving is viewed here as such 
a microsystem of a larger information system. It is the 
microsystem that involves the user and interacts with the 
user and whose role it is to help the user in obtaining appro- 
priate responses. 

Figure 1 presents a general model of information seeking 
and retrieving describing the major events with the accom- 
panying classes of variables. A similar model is found in 
Belkin and Vickery [3]. The interactive nature of this micro- 
system is its primary characteristic and one should envision 
arrows between all events and variables. 

The model provides an overview of all events and vari- 
ables involved in information seeking and retrieving. We 
follow this general model by presenting next, in greater 
detail, the model and measures for each class of variables 
selected for study in this project. 

Users and the Context of Information Seeking 

There is more to a question than words expressing it. This 
is a well known truism examined from various viewpoints in 
psychology and cognitive science, philosophy, linguistics, 
art&al intelligence, librarianship, and information science 
[24]. We assume that the context of a question is a governing 
force describable by a set of variables affecting all events in 
information seeking and retrieving. The context can be con- 
sidered as to its external or environmental aspects, or inter- 
nal or cognitive aspects. Here we are concerned with the 
latter involving the following 

1. Problem underlying the question (or more accurately, 
perception of the problem by the user). 

Event Class of Variables 

User (information seeker) has * User Characteristics 
a problem which needs to be * Problem statement 
resolved 

User seeks to resolve the * Question statement 
problem by formulating a * Question characteristics 
question and starting an 
interaction with an information 
system 

Presearch interaction with a * Searcher characteristics 
searcher i.e. a human or * Question analysis 
computer intermediary 

Formulation of a search * Search strategy 
* Search characteristics 

Searching activity and * Searching 
interactions 

(Possible: initial evaluation (* Adjusted search) 
of results and reiterative 
searching) 

Delivery of responses to user * Items retrieved 
* Formats delivered 

Evaluation of responses by * Relevance 

user * Utility 

FIG. 1. A general model of information seeking and retrieving. 

2. Intent for use of the information by the user. 

3. Internal knowledge state of the user in respect to the 
problem at hand. 

4. Public knowledge expectations or estimate by the user. 

Problem 

Within the framework of information seeking, a problem 
is defined as an unknown in a work or situation of a potential 
user of an information system. A problem signifies that 
which causes difficulty in finding or working out a solution. 
We assume that information is necessary to solve problems, 
make decisions, or improve understanding. Such informa- 
tion can be obtained in many ways. One of them is to obtain 
or deduce it from the existing body of public knowledge, 
such as in organized retrieval systems, expert systems and 
the like. 

In problem solving research in cognitive science a prob- 
lem is said to exist when (a) it is at a given state, (b) it is 
desired to be at another state, and (c) there is no clear way 
to get from (a) to (b) [44,45]. Either of the two states could 

be well defined or poorly defined, leading to four obvious 
categories: both well defined, both poorly defined, first well 
defined and the other poorly defined, and vice versa. 

Borrowing from these notions we have concentrated on 
observing the effects of the degree of how well the problem 
is defined, as perceived by the user. We also compared the 
user perception with that of a searcher. 

internal Knowledge State 

People ask questions because they don’t know something 
or they want to confirm something, or, in the words of 
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Belkin [ 11, because they have an anomalous state of knowl- 
edge in respect to a problem. Internal knowledge state re- 
fers to the degree of knowledge an information seeker has 
about the problem at hand and/or the question arising from 
the problem. 

Internal knowledge state involves many aspects related to 
cognitive structures and processes: how knowledge is 
stored, organized, associated, retrieved, and changed in 
one’s mind. A considerable amount of research in cognitive 
science is devoted to these questions (see ref. 46). Recog- 
nizing the great complexity of internal knowledge states, we 
have concentrated on a rather simple aspect in this study: the 
effects of the degree of internal knowledge about the prob- 
lem or question at hand, as perceived by the user about 
his/her own knowledge. We have also compared the user 
indication of internal knowledge with that of the searcher. 

Intent 

An information seeker inevitably has some purpose in 
mind for the use of requested information. In the framework 
of information retrieval, the intent is defined as a planned or 
prospective use of information, including constraints, if 
any, on that information. In other words, the users have 
some preconceived ideas about 

l the use of information in respect to the problem 

l the amount of time and effort they are willing to spend 
in absorption of or deduction from the provided 
information 

l the desirable characteristics of responses to the ques- 
tion, such as completeness, precision, reliability, time- 
liness, etc. 

l the form characteristics of responses deemed most de- 
sirable, such as to the language, source, etc. 

. the economic value they attach to responses. 

The intent in information retrieval and the goal state in 
problem solving are related but not identical. They are 
treated separately because the information seeking intent 
can be a very specific aspect of problem solving, exclusively 
devoted to the use of supplied information within a broader 
context of a goal in problem solving. 

Information seeking intent can be focused (where a type 
of use is more specified), and unfocused (where the use 
is less specified). We concentrated on the effects of the 
degree of how well the intent is defined, as perceived by 
the user. We also compared the user perception with that of 
the searcher. 

Public Knowledge Estimate 

Public Knowledge is the recorded knowledge on a sub- 
ject in the public domain; in the context of information 
retrieval it refers to the records or literature on a subject. 

People ask questions within the framework of public 
knowledge. This involves a number of aspects such as their 
perception of what is (or what is not) there, how is it organ- 
ized, what can they expect to get, etc. Thus, a user’s esti- 
mate of public knowledge defines his/her expectations, 
which in turn affects the evaluation. 

We concentrated on the effects of the estimate of public 
knowledge by the user. We also compared the user estimate 
with that of the searcher. 

Measures of Information Seeking Context 

Four Likert-type scales have been used to obtain an indi- 
cation of the information seeking context first from users 
and then also as perceived by searchers. 

1. PROBLEM DEFINITION SCALE 
“In your opinion, and on a scale from 1 to 5, would you 
describe your problem as weakly defined or clearly 
defined, with 1 being weakly defined and 5 being 
clearly defined?” 

:-.-:- :-.-: 

1 2 3 4 5 

weakly defined clearly defined 

2. INTENT SCALE 
“On a scale from 1 to 5, would you say that your use 
of this information will be open to many avenues, or for 
a specifically defined purpose, with 1 representing open 
to many avenues and 5 representing a specifically de- 
fined purpose?’ 

:- :- :- :- :-. 

1 2 3 4 5 

open to many purpose is narrowly 
avenues defined 

3. INTERNAL KNOWLEDGE SCALE 
“On a scale from 1 to 5, how would you rank the 
amount of knowledge you possess in relation to the 
problem which motivated this request?” 

:- :-.-:- :-. 

1 2 3 4 5 

little personal considerable personal 
knowledge knowledge 

4. PROBLEM-PUBLIC KNOWLEDGE SCALE 
“On a scale from 1 to 5, how would you rank the 
probability that information about the problem which 
motivated this research question may be found in the 
literature?” 

:-:-.- :-. -: 

1 2 3 4 5 

highly improbable highly probable 
that it exists that it exists 
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Structure and Characteristics of Questions 

Questions are a whole class of linguistic expressions, 
uttered with the intention of inducing a response. In addition 
to grammar, there is also a logic and pragmatic context of 
questions (e.g. refs. 47 and 48). Study of questions and 
questioning dates at least from Aristotle and encompasses a 
number of fields as reviewed by Kearsley [49]. As men- 
tioned, this is a particular active area of research in artificial 
intelligence and cognitive science because of the significant 
implications for design of intelligent systems [24,26]. 

While questions can have a number of functions, of inter- 
est here are those that have a role in problem solving. Within 
the context of information seeking, questions are defined as 
statements that are verbalized (written or oral) representa- 
tions of a problem at hand; their function is to elicit a 
response. We have concentrated on 

Observing the effects of constraints on questions as 
indicated by users. 

Describing and testing a structure of questions in infor- 
mation retrieval. 

Developing and testing a classification scheme for 
questions in information retrieval oriented toward 
grouping of questions by several characteristics above 
and beyond their subject contents. 

Observing the effects of different classes of questions. 

Constraints on Questions 

The user was asked to indicate for the question the fol- 
lowing aspects considered as constraints 

Do you want a broad or precise search? 

What is the type of application of this research or work 
(undergraduate study; graduate study; faculty research; 
industrial; general; other)? 

Do you want to place restrictions on the language of 
publication of the articles retrieved (English only; any 
language)? 

Do you want to restrict the years of publication of the 
article retrieved (last 5 years; no limits; specify years: 
19- to 19-)? 

Structure of Questions 

As a rule, questions in information retrieval consist of 
three parts: a lead-in, a subject, and a query. 

The lead-in is not directly searchable. It may consist of 
phrases such as: “I want information about. . . .” However, 
at times lead-in may have implication for searching; for 
instance “what is . . . ” implies request for definition, “where 
is . . . ” implies request for location, or “when was. . . ” im- 
plies involvement of a time element. In such cases, lead-ins 
are important for recognizing presuppositions in a question, 
i.e. implications not directly expressed (see discussion below). 

The subject of the question is the central concept of the 
question. It is a concept around which all other aspects of the 
question revolve and relate. A question can have more than 
one subject. 

The query is the specific aspect asked about the ques- 
tion’s subject. It is an attribute, characteristic, component, 
or part of the subject about which information is desired. 
There can be more than one query about a subject. 

Example: 

What are the advertising expenditures of the automobile industry? 

LEAD-IN QUERY SUBJECT 

In addition, questions may have constraints geared to- 
ward restricting or orienting the type of desired responses. 

Classification of Questions 

It is not uncommon to hear searchers describe given 
questions as: “complex,” “specific,” “very general,” 
“difficult, ” “unsearchable, ” “unclear,” and the like. In such 
cases searchers are (possibly even unwillingly) applying 
certain general attributes to classify questions. While no 
generally accepted classification of questions in information 
retrieval exists, it is of practical interest to specify certain 
attributes which could he used to classify or describe ques- 
tions in information retrieval. 

The scheme described here has been developed on the 
basis of criteria that might relate categorizations of questions 
to approaches to and outcomes of searching. Five catego- 
ries are used: domain, clarity, specificity, complexity and 
presupposition. 

1, Domain: classifies a question in the appropriate general 
subject or topic area in which it falls. This can be done 
on the basis of a general subject classification. In our 
case, we have chosen the list of DIALOG subject cate- 
gories of their files as the subject classification scheme. 

Measure: for a question the classifier indicates the 
number or name associated with the given DIALOG 
category best fit for the question. More than one 
DIALOG category can be used, as necessary. 

2, Clarity: classifies a question on the basis of degree of 
clarity in respect to (a) semantics (meaning of terms) 
and (b) syntax (relation and logic between terms). 

Measure: for a question the classifier indicates on a 
scale from 1 to 5 the degree of clarity, where 1 means 

“unclear” and 5 means “clear”. Two scales are used: 
(a) For semantic clarity (meaning.of terms). 
(b) For syntactic clarity (relation and logic be- 

tween terms). 

3. Specikity: classifies a question on the basis of degree 
of specificity of (a) query terms and (b) subject terms. 
Specificity ranges from very general or broad (e.g. as 
found in a thesaurus under BT-Broader terms) to very 
specific or narrow (e.g. as found in a thesaurus under 
NT-Narrower terms). 

Measure: for a question the classifier indicates on a 
scale from 1 to 5 the degree of specificity, where 1 

166 JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE-May 1988 



means “broad” and 5 means “narrow”. Two scales 
are used 

(a) For terms associated with the query part of 
the question. 

(b) For terms associated with subject part. 

4. Complexity: classifies a question on the basis of com- 
plexity for searching as related to number for search 
concepts involved. The search concepts are those that 
are used as search terms or will be translated into one 
or more search terms (i.e. a search concept can have 
more than one search term as its synonyms or near 
synonyms). The search concepts in both the query part 
and subject part of the question are added together. 

Measure: for a question the classifier indicates two 
aspects 

(a) On a scale from 1 to 5 the degree of complex- 
ity, where 1 means low complexity and 5 
means high complexity. 

(b) The number of search concepts to be used as 
or translated into search terms. 

5. Presupposition: classifies a question on the basis of 
presence or absence of implied (not explicitly stated) 
concepts derived from sharing of common linguistic 
and world knowledge. Of interest are those implied 
concepts that could be used as search terms or search 
constraints. Most commonly presuppositions are ex- 
pressed by phrases such as “What is. . . “, “Where 
is...“, etc. implying existence or verification, identity 
or definition, quality, relation, number, location, or time. 

Measure: for a question the classifer indicates two 
aspects: 

(a) On a scale from 1 to 5 the degree of presence 
of presuppositions, where 1 means “no presup- 
position” and 5 means “many presuppositions”. 

(b) The number of presuppositions that can 
be translated into search terms or search 
constraints. 

Searchers 

A large number of environmental (or external) and cogni- 
tive (or internal) factors, e.g. organizational setting, eco- 
nomic constraints, affect searcher’s decisions and thus 
retrieval effectiveness and efficiency. While recognizing the 
external factors, we have concentrated on a limited number 
of cognitive traits of searchers: 

Language ability or the ability to make inductive infer- 
ences through word association, as measured by a stan- 
dard test called Remote Associates Test. 

Logical ability or the ability to make deductive infer- 
ences as measured by a standard test called Symbolic 
Reasoning Test. 

Preferred style or mode of learning as measured by a 
standard test called Learning Style Inventory. 

Online experience as derived from a questionnaire 
given to searchers. 

Remote Associates Test (RAT} 

RAT is a test of semantic associations. It claims to test 
the ability to make inductive inferences. The test instrument 
was developed by Mednick and Mednick [50] and it has 
been widely applied and tested for fifteen years. The test 
presents the subjects with sets of three stimulus words and 
asks them to infer the fourth word that is related (or has 
something in common with) all three stimulus words, as in 
the following examples: 

Prescribed 
right answer 

cookies sixteen heart (sweet) 

poke go molasses (slow) 

surprise line birthday (P&Y) 

skunk kings boiled (cabbage) 

The test consists of thirty such matches to be made in 
twenty minutes. The score is a straight count of right (prede- 
termined) answers out of thirty. 

Symbolic Reasoning Test (SRT) 

SRT is one of the tests in the Employee Aptitude Survey 
(EAS). The survey is a battery of 10 tests developed by Ruck 
and Ruck [51], widely used in business and industry for 
personnel selection. The Symbolic Reasoning Test, based as 
the name implies on symbols, claims to measure deductive 
inferences. This is a thirty item test done in five minutes. 
Each item specifies a relationship of A to B to C and requires 
a “true”, “false”, or “don’t know” answer as in the following 
example: 

A > B > C therefore A < C: true, false, don’t know 

The test is scored on a straight count of correct answers. 

Learning Style Inventory (LSI) 

LSI is based on a theory describing learning as an inte- 
grated, four stage process that involves the use of four 
different cognitive modes as described by Kolb [52]: 
(i) Concrete Experience (CE); (ii) Reflective Observation 
(RO); (iii) Abstract Conceptualization (AC); (iv) Active Ex- 
perimentation (AE). LSI claims to measure individual pref- 
erences for each of the above four basic modes for learning 
and places an individual in a composite category indicative 
of his/her learning style. The test has been widely applied 
and tested for over ten years. The respondent is asked to 
rank order from 1 to 4 a series of four statements in response 
to a question on how he/she learns. There are twelve sets to 
rank within twenty minutes; here are two examples 

When I learn: 

_ I like to _ I like to _ I like to _ I like to 
deal with watch and think about be doing 
my feelings listen ideas things 

JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE-May 1988 167 



I learn best from: 

_ Personal _ Obser- 
relations vation 

_ Rational 
theories 

_ A chance to 
try out and 
practice 

Each column represents a separate learning mode arranged 
from left to right: CE, RO, AC, and AE. The raw scoring 
is done by adding all the rank numbers given by the respon- 
dent in a column. Two combination scores are obtained by 
subtracting Concrete Experience score from Abstract Con- 
ceptualization score (AC - CE), and the Reflective Obser- 
vation score from Active Experimentation score (AE - 
RO). The combination scores are used to indicate an in- 
dividual’s learning style-the extent to which he/she 
emphasizes abstractness over concreteness (AC - CE) and 
action over reflection (AE - RO). These scores are also 
used to make a graph with AC - CE on the Y axis and 
AE-RO on the X axis. An individual is placed in one of the 
four quadrants characterizing a person as to style of learning 
as: (i) converger (lower left); (ii) diverger (upper right); 
(iii) assimilator (lower right); or (iv) accommodator (upper 
left). A person with a zero score on either AC - CE or 
AE - RO is considered indeterminate. 

Searcher’s Experience 

The amount and type of experience a searcher had in 
online searching was obtained from a questionnaire. Since 
DIALOG was used for searching, the questions asked were 
specific to DIALOG system: 

1. “How often do you search DIALOG?: daily, twice a 
week, once per week, twice per month, less.” 

2. “Indicate seven DIALOG databases you search most 
often in order of decreasing use.” 

3. “Indicate thesaurus most important to you when you 
search.” 

The answer to the first question has been used as a 
searcher’s variable. The answers to the last two questions 
have been used to match the searchers with databases they 
are to search in the study, so that their background and the 
databases match as closely as possible. 

Search 

The elements and subprocesses in a search have been 
modeled and categorized in a number of ways [27 to 311. 
While it is difficult to make a clear separation, a common 
way is to make a distinction between: 

1. Question Analysis: procedures that deal with decisions 
on semantic and pragmatic (contextual) aspects of a 
question in preparation of a search statement, including 
determination of appropriate information sources, and a 
possible interview with a user. 

Formulation of Search Strategy: procedures that deal 
with decisions on syntactic and logical aspects of the 
search statement, including incorporation of con- 
straints, if any, and selection of tactics related to a 
desired level of effectiveness and efficiency. 

Searching: procedures used in the conduct of a search, 
including the use of protocols and capabilities of given 
information systems and obtaining the responses. 

In this study we have concentrated on several specific 
variables within Question Analysis and Search Strategy. We 
kept searching constant, meaning that the environment, 
hardware, software, procedures, and information system for 
all searches were the same. 

Question Analysis 

We have concentrated on two aspects: 

1. Degree of overlap or agreement in selection of search 
terms by different searchers searching the same ques- 
tion based on the written question statement submitted 
by the user. 

2. Differences in results among search statements derived 
from four different sources for search term selection, 
namely: 

5pe 1. 

Type 2. 

Jhe 3. 

Type 4. 

From a statement about the problem at hand as 
tape recorded by the user, but without recourse to 
the written question. 

From the tape problem statement and the written 
question submitted by the user. 

From the written question using only the words in 
the question as search terms without any further 
elaboration. 

From the written question plus terms from an 
appropriate thesaurus for elaboration. 

These four types of searches we labeled “project searches.” 

Search Strategy 

We have concentrated on three aspects of the search 
statement as a whole: 

Degree of overlap or agreement in retrieved items by 
search statements done by different searchers searching 
the same question based on the written question state- 
ment submitted by the user. 

Differences in search effectiveness as expressed by 
measures based on relevance and utility judgements of 
users. 

Differences in search tactics and efficiency as used by 
different searchers searching the same question; these 
characteristics are based on the level of effort used in a 
search as expressed by the tactics and efficiency mea- 
sures described below. 
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Measure of Overlap in Search Terms 

This measure indicates for each pair of searchers the 
degree of agreement or overlap in selection of search terms 
in searching of the same question. However, because there 
may be differences in how Searcher 1 agrees with 
Searcher 2, from how Searcher 2 agrees with Searcher 1 the 
measure is asymmetrical (e.g., in a search statement 
Searcher 1 uses two terms, and Searcher 2 uses six terms; 
the two terms of Sl are also used by S2, but S2 has four 
more terms, thus Sl is in 100% agreement with S2, but S2 
is only in 33% agreement with Sl). The overlap or agree- 
ment measures for search terms are: 

s = Is, n s21 = no. of search terms in common 
12 

Is11 total no. of terms used by Searcher 1 

s = Is1 n s2I = no. of search terms in common 
2.1 

Is21 total no. of terms used by Searcher 2 

Measure for Overlap in Output 

This measure indicates for each pair of searchers the 
degree of overlap in retrieved items for the search of the 
same question. The overlap measure for output parallels 
the measure for the overlap or degree of agreement in search 
terms. It is calculated in the same way except that either the 
total number of retrieved items or else the number of rele- 
vant items retrieved is substituted for the number of search 
terms. Since the formula is the same as shown above, it is 
not repeated here. Both overlap measures are asymmetrical 
and both can be used for arranging data into a matrix and/or 
a histogram to study the distribution of overlap from a group 
as a whole. 

Effectiveness Measures 

Two sets of measures for evaluating the effectiveness 
of a search have been used, based on the two most often 
used criteria: 

1. Relevance: the degree of fit between the question and 
the retrieved item. The criteria of “aboutned is used. 

2. Utility: the degree of actual usefulness of answers to an 
information seeker. The criteria used is the value to the 
information seeker. 

In this study both relevance of items and the utility of the 
entire retrieved set have been established by users. 

Definition of relevance. The following definitions 
have been provided to users for judging the answers (i.e. 
abstracts): 

“Each abstract should be evaluated according to its de- 
gree of relevance to the question you submitted for search- 
ing. The degree of relevance should be determined using the 
following three point scale: 

RELEVANT-Any document which on the basis of the infor- 
mation it conveys is considered to be related to your question, 

even if the information is outdated or already familiar to you. 
PARTIALLY RELEVANT-Any document which on the 
basis of the information it conveys is considered only some- 
what or in some part related to your question or to any part of 
your question. 
NONRELEVANT- Any document which on the basis of the 
information it conveys is not at all related to your question.” 

Recall and Precision. These are measures based on the 
relevance judgement of users where: 

Precision = probability that a retrieved item is 
relevant 

Recall = probability that a relevant item in the 
file is retrieved 

These probabilities were estimated as follows for a given 
search: 

Precision = No. of relevant items retrieved by the search 

Total no. of items retrieved by the search 

Recall = 
No. of relevant items retrieved by the search 

Total no. of relevant items in the union of 
items retrieved by all searchers for that question 

Precision is easy to establish directly from the output of 
evaluated items for a search. Recall is not easy to establish, 
because it is never apparent how many items in a file are 
relevant to the question. Each question was searched by a 
number of searches and types of searches. A union of re- 
trieved items from all searches for the question was estab- 
lished (i.e., by merging all the outputs and eliminating 
duplicates) and sent to the user for evaluation. In this way 
the evaluated items from the union served as the benchmark 
of individual search recall. This presents a comparative 
rather than absolute measure of recall performance for any 
given search. 

Utility Measures. These are measures based on users’ 
expression of degree of satisfaction and value of the re- 
trieved items as a whole. Recall and precision are univer- 
sally used measures. Unfortunately, there are no such 
universally used utility measures, thus we had to establish 
our own. The following questions were posed to the users 
which reflect utility based measures: 

How much time did you spend reviewing these 
abstracts? - 

In an overall sense, if you were asked to assign a dollar 
value to the usefulness of this entire set of abstracts to 
you, what would that dollar value be? 
$-- I cannot assign a dollar value 

Could you rate your participation in this project and the 
information which resulted as: 

5 Worth much more than the time it has taken 
4 Worth somewhat more than the time it has taken 
3 Worth about as much as the time it has taken 
2 Worth less than the time it has taken 
1 Practically worthless 
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4. Problem Resolution Scale-On a scale of 1 to 5, what 
contribution has this information made to the resolution 
of the problem which motivated your question? 

:-.- :- :-.-: 

1 2 3 4 5 

nothing substantial 
contributed contribution 

5. Satisfaction Scale- On a scale of 1 to 5, how satisfied 
were you with the results of the search? 

:-.-:-:- :-: 

1 2 3 4 5 

dissatisfied satisfied 

Tactics and ESficiency Measures 

The following measures have been used for online 

searches describing search characteristics as to: 

1. Number of commands used by a search. 

2. Number of command cycles used by a searcher. A cycle 
is a set of commands in sequence from those used to 
select, combine, and/or expand terms to a command 
used to type (or view) the results. A cycle ends with 
display (type, print) of intermediate or final items re- 
trieved for a set of preceding commands. 

3. Number of search terms used by a searcher searching 
a question. 

4. Preparation time used by a searcher in preparing a 
search for a question. 

5. Online connect time used by a searcher in searching 
a question. 

6. Total time used by a searcher (connect time plus prepa- 
ration time). 

The first three measures reflect the search tactics and the 
last three the efficiency or costs associated with the search 
and searching. 

Items Retrieved 

Output from a search may be called by a number of 

names: references, answers, documents, abstracts, displays, 
etc. We have selected a neutral label, “items retrieved,” to 
designate the output for a search, that is, the individual 
records retrieved from a database in response to a question. 
While databases provide different format options for each 
item retrieved, we have chosen to use the full database 
record of each and every item retrieved. Thus, “items 
retrieved” were full records. In all databases searched for 
the project, full records included bibliographic information, 
index terms and/or classification codes and an abstract. 

We have concentrated on two aspects. 

1. Observing the distributions of items retrieved. 

2. Analyzing the chances or odds that an item retrieved 
will be relevant as affected by other variables. 

The second aspect is actually a major point of the study. 

Measures for Items Retrieved 

The following measures of quantity were used: 

Total number of items retrieved for a question calcu- 
lated in two ways: (i) as a sum for all searches for the 
question including duplicates retrieved by different 
searches, and (ii) as a union of all searches for the ques- 
tion counting the distinct numbers only by excluding or 
eliminating the duplicates. 

Total number of items evaluated by a user for a question 
again calculated in two ways. (The items evaluated for 
a number of question were smaller than items retrieved 
as described below under Procedures.) 

Total number of items judged by users as relevant, 
partially relevant and not relevant for a question, again 
calculated two ways. 

The quantities from the last measure have been used to 

calculate the chances of retrieval of a relevant item as a 
function of some other variable by a statistical method called 
Logarithmic Cross Ratio Analysis (described under Analy- 
sis Methods). These measures of performance when cor- 
related with variables associated with users, questions, 
searchers and searches revealed effects which cannot be 

seen using the traditional measures of recall and precision. 

Procedures 

Users 

On the basis of advertising about the project forty users 
volunteered to participate. The forty users that started with 
the project completed all their tasks from start to finish, 
thus, user response was 100%. Each of the forty users: 

filled out a short questionnaire about his/her background 

submitted one question for searching together with 
information on desired question constraints; thus, 
40 questions were used in the study 

participated in a taped interview describing the problem 
underlying the question and the intent in use of informa- 
tion and indicated the context measures 

evaluated items retrieved in response to his/her question 
as to relevance and indicated the utility of the search as 
a whole. 

The forms, instructions, and procedures used in these and 
all other tasks in the study, as well as the full statement of 
questions are assembled in the appendix to the Final Report 
for the project [ 191. 
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Searchers 

On the basis of advertising and presentations at profes- 
sional meetings we received an indication of interest from 
about forty information professionals, thirty-six of these 
eventually participated from beginning to end. These be- 
came known as “outside searchers.” The outside searchers 
were paid $100 for their time. Each of the searchers: 

was tested on three cognitive tests described above and 
filled out a questionnaire on their search experience 

received instructions on procedures for searching in a 
presentation and in writing 

received five or six questions for searching (each ques- 
tion was searched by 5 different searchers, but since 
there were forty questions and thirty-six searchers some 
searched six questions); the questions they received 
were copies of written statements by the users, together 
with users’ indication of constraints 

prepared a preliminary search strategy 

conducted the search and recorded the results. (The 
whole search was recorded on a disc and a printout). 

No restrictions, such as time limits, were placed on 
searchers in preparation for and conduct of the search. 

In addition, three searchers from the full time staff of 
the project were engaged in searching so called project 
searches, as described below. These became known as 
“project searchers”. Thus, a total of thirty-nine searchers 
participated in the study. 

Searching 

Searching was done on DIALOG, the largest vendor in 
the world as to the number of databases and frequency of 
use. More searchers have more professional experience with 
DIALOG than with any other system, which was the reason 
for selecting it. 

Each question was searched on one database only. The 
database was selected by the project team on the basis of 
closeness of fit between the question and the subject of the 
database. The searchers were assigned questions which 
matched as closely as possible their own database experi- 
ence. Searching was done on microcomputers with prepro- 
grammed log-on and downloading protocols. Appropriate 
thesauri and manuals were assembled and made available to 
all searchers. All searching was done in the same room and 
environment, and under the same conditions. 

Project Searches 

As mentioned, each question was searched by five out- 
side searchers. In addition, there were four searches done 
in-house by the project staff. These additional searches were 
labeled “project searches”, and the staff searchers as 
“project searchers.” Thus, nine searches were done for each 
question: five by outside searchers and four by project 
searchers. 

As mentioned, the objective of four project searches was 
to study various types of searches resulting from different 
sources for the search strategy. The sources for each type are 
enumerated above under “Question Analysis.” 

The project searches were done by three project search- 
ers. They also conducted the taped interview with the users. 
However, the project searches were arranged so that they 
were done by the project searcher who did not do the inter- 
view. Thus, each project searcher heard the taped interview 
for the first time when the first project search was done. The 
project searchers took all the same cognitive tests as the 
outside searchers. 

Question Structure and Classification 

This part of the study had two separate objectives: 

1. To test the suggested model of question structure and 
the scheme for question classification. 

2. To observe the effects of different question classes. 

For the first objective a separate experiment was con- 
ducted. It consisted of testing the consistency or degree of 
agreement in assigning question structure and classification 
classes by a number of judges. On the basis of advertising 
a group of twenty-one information professionals was assem- 

bled to assign the question structure and classification. 
These were a different group from the searchers and had 
nothing to do with searching. They are called “classification 
judges.” The experiment consisted of each judge: 

. receiving twenty questions for judging; these were se- 
lected at random from the forty questions submitted by 
users 

. assessing the question structure on an appropriate form 

. classifying each question as to domain, clarity, specific- 
ity, complexity, and presuppositions. 

The results of classification were calculated for agree- 
ment. The classes (and questions in these classes), with 
significant agreement, were then used to analyze chances of 
retrieval of relevant answers, i.e. to address the second 
objective of this part of the study. 

Prior to conducting the experiment with twenty-one 
judges, a pilot experiment was carried out with two other 
judges to observe if the procedures worked. They did. In the 
Final Report [19] we report results only on the two judges 
in the pilot study and not on the twenty-one judges in the 
experiment proper (the report was written before this part of 
the study was completed). Here we are reporting the results 
on twenty-one judges only, i.e., we are disregarding the 
pilot study. 

Evaluation by Users 

Here is a summary of steps involved in evaluation: 

. the end result of each search was a list of accession 
numbers of items retrieved 
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. the accession numbers for retrieved items from nine 
searches for each question were merged and a union set 
created, i.e., the duplicates were eliminated, thus this 
union set consisted of all and only distinct items re- 
trieved for the question 

l if the union of retrieved items exceeded 150, only the 
first 150 items were designated to be sent to the user for 
evaluation. This was done to make evaluation manageable 
for the user, who, if presented with an overwhelming 
output might have considered the task unreasonable, and 
rightly so, and may not have finished. (However, for 
three questions that slightly exceeded the 150 limit we 
sent all retrieved items). Since all searchers had an equal 
chance to contribute to the retrieved set, including the 
first 150 items, there was no bias toward any searcher. 
DIALOG databases are organized on a last in/first out 

principle, thus the first 150 items represent the most 
recent additions to the databases and the literature 

l the full record of each item retrieved in the union set to 
be sent to user was downloaded from DIALOG onto 
floppy disk and then printed 

l to each item retrieved a line for evaluation was added: 

- Relevant - Partially Relevant - Nonrelevant 

l the printout and a carbon copy were sent to the user for 
evaluation. The user also indicated the utility of the 
search as a whole. Finally, the user returned the original 
with his/her evaluation. 

The relevance evaluations were recorded with accession 
numbers of each item retrieved to create a benchmark file 
against which the output of all searches was compared. In 
turn, a large master file was created containing values for all 
variables involved, including user evaluations. The master 
file served as a basis for statistical analysis. 

Summary 

The study involved the following: 

l forty users, each providing one question and a taped 
interview on the problem at hand 

l thirty-six outside searchers and three project searchers 
for a total of thirty-nine se’archers 

l for each of the questions five different outside searches 
and four project searches, for a total of nine searches per 
question 

l all together for the forty questions 360 searches, con- 
sisting of 200 outside and 160 project searches. 

In addition, a separate question structure and classi- 
fication experiment involved twenty-one judges. 

Methods of Statistical Analysis 

Approach 

The basis for statistical analysis was user evaluation of 
retrieved items. Every evaluation involved five distinct enti- 

ties: (i) user, (ii) question, (iii) searcher, (iv) search, and 
(v) retrieved item. The analysis proceeded by examining 
these entities first one by one and then at several different 
levels of aggregation. 

Any measured variable (using measures described above) 
describes one or more of the five entities. For instance, the 
cognitive characteristics of the searcher describe only a 
single entity, the searcher; the number of commands or the 
number of search terms used describe only another single 
entity, the search. On the other hand, user evaluation is a 
description of the relevance of a retrieved item by the user; 
and it relates two entities: user and retrieved item. The 
overall retrieval or precision scores for a given question 
combines several searches by several searchers and so are 
descriptive of three entities: the question, the searches, and 
the searchers together. And so on. 

The data has been examined at each of such different 
levels of aggregation. Some of the levels of aggregation are 
more familiar in everyday practice, while others are more 
powerful in the search for possible explanatory relations. A 
data file was formed for each level of aggregation by re- 
taining those variables that are meaningful at that level and 
ignoring the others. These files were used to investigate 
various statistical relationships. 

The relationships (as well as other statistics) were ana- 
lyzed and displayed by using BMDP and SPSSX statistical 
packages. BMDP is widely used in biomedical research and 
SPSSX in social science research. The BMDP Manual [53] 
provides a detailed description of statistical techniques used. 

We distinguished between findings that are statistically 
significant and those that are also important, i.e. those find- 
ings that provided a substantial explanation of the relevance 
of retrieved items. When a statistically significant re- 
lationship is found it can be assigned some measure of 
association. This is a measure of the extent to which one of 
the variables in question (X-the one presumed indepen- 
dent) determines the other (Y-the one taken to be depen- 
dent). The fact that a relationship is significant does not 
mean that it is important. 

We regarded a relationship as important if the indepen- 
dent variable explains a substantial amount of the observed 
variation in the dependent variable. The measures of im- 
portance that have been used in this study are the R-squared 
measure for regression analysis and the r-value for analysis 
of the log cross ratio. Below we review the two. The 
R-squared measure is reviewed only briefly because it is 
used widely in information science research, but the log 
cross ratio is reviewed in some detail, because to our knowl- 
edge this is its first application in research in this area. It is 
a powerful technique widely used in biomedicine and, as we 
found, a powerful tool for explanation of factors that affect 
chances of retrieved items being relevant. 

Macro (Search-wise) and Micro (Item-wise) Analysis 

Two levels of statistical analysis were used in this study: 
macro, or search-wise, and micro, or item-wise. On the 
search-wise level explanations were sought for the impact of 
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given variables on precision and recall and on the odds of 
either being above average; that is, the macro analysis fo- 
cused on the effectiveness of the searches as a whole. On the 
item-wise level, explanations were sought for the impact of 
given variables on the odds that retrieved items were rele- 
vant as opposed to not relevant. As the names imply, the 
search-wise analysis concentrates on traditional measures of 
precision and recall of the whole search, while the item-wise 
analysis ignores these measures and concentrates on the 
relevance of each item retrieved by a search. Regression and 
logarithmic cross ratio analyses were used for the former 
and logarithmic cross ratio analysis only for the latter. 

Regression Analysis 

In regression analysis, exploring the dependence of Y on 
X, we try to find the best straight line describing Y as a 
function of X. We may imagine all the values of Y and X 
plotted in a single graph. 

When such a graph is made the values of Y will show 
some substantial variation. This degree of variation is con- 
veniently summarized by a statistical quantity called the 
variance. The variance is the average value of the square of 
the difference between any particular value of Y and the 
average of all the values of Y. When a line is fit to the data, 
to explain Y, a certain amount of the value of Y remains 
unexplained. The average square of the unexplained part is 
called the residual mean square variation. The difference 
between the two is the part of the variance that is explained 
by the model. This may be expressed as a percentage of the 
original variance, which is called R-squared. Thus, if 
R-squared is 80%, the model explains 80% of the original 
observed variation in the values of Y. If R-squared is IO%, 
90% of the original variation remains unexplained. 

Logarithmic Cross Ratio Analysis 

In analysis of what affects (i) retrieval of items judged by 
users as relevant or partially relevant, and (ii) precision and 
recall of searches we have used a powerful technique called 
cross product ratio analysis. The technique is described in 
chapter 11 of BMDP Manual [53] and a detailed discussion 
of the meaning of cross product odds ratio is given by 
Fleiss [54]. 
To apply the cross ratio analysis, each variable (for which 

such a distinction is meaningful) is broken into a class of 
high values and a class of low values. For convenience the 
mean is generally taken as the cut point or dividing line, thus 
“high” means above the mean and “low” below the mean. 
Since in micro analysis the dependent variable of greatest 
interest is the relevance of retrieved items we take for high 
value of the relevance, items judged “relevant” or “partially 
relevant”. In macro analysis we take for high value searches 
having precision or recall above mean. Every case may then 
be classified into exactly one of four cells in a 2 x 2 table. 
The number of cases for which the variable is low and the 
item is not relevant (or below mean) is designated by “A” 

and so forth. The cross ratio for this table is defined as the 
ratio of two products: xpr = AB/CD. 

For micro or item-wise analysis the values are displayed 
in the table as follows: 

Independent Variable 

Dependent LOW 

Variable (Below Mean) 

High 

(Above Mean) 

Not Relevant 

Relevant or Part. Rel. 

A C 

D B 

Number in A indicates the number of items that were 
retrieved in association with low (below mean) value of the 
independent variable (e.g., by searches having below mean 
number of cycles) and at the same time were judged not 
relevant by users. When it is written in this form its meaning 
is rather obscure. But, it is easy to see that if A and B are 
large while C and D are small the cross product ratio will be 
large. The meaning becomes clearer if we consider the odds 
that a high value of the independent variable leads to rele- 
vant items. For high values of the independent variable 
the odds that a retrieved item will be relevant or partially 
relevant are given by B/C. For low values these odds are 
given by D/A. The ratio of these two odds ratios reflects 
the increase in odds due to moving from a low value 
of the variable to a high value of the variable. This ratio 
@/C)/(D/A) ’ p 1s recisely equal to the cross product ratio 
i.e. AB/CD. For this reason the cross ratio is also referred 
to as the odds ratio. 

For macro or search wise analysis the values are dis- 
played in the table as follows: 

Independent Variable 

Dependent 

Variable 

Low 

(Below Mean) 

High 

(Above Mean) 

Below mean A C 

Precision 

(Recall) Above mean D B 

Number in A indicates the number of searches that 
were below the mean value of the independent variable 
(e.g., searches by searchers with below mean score on 
Remote Associates Test) and at the same time had a 
below mean precision (recall). As in the case of item-wise 
analysis described above, the ratio of the two odds ratios 
((B/C)/(D/A) = AB/CD) reflects the increase in odds due 
to moving from a low value of the variable to a high value 
of the variable. 

Since the cross product ratio is always positive and may 
become infinite, it is replaced by its logarithm which has a 
more symmetrical distribution and which, for samples as 
large as the ones we are using, is essentially normally dis- 
tributed. Thus, in our discussion of the impact of indepen- 
dent variables we have consistently used the log odds ratio 
as a statistical indicator. Since the log odds ratio is distri- 
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buted essentially normally, the t statistic (that is, the mea- 
sured value of the log odds ratio divided by its standard 
deviation) is a measure of the statistical significance of the 
observed effect. At the same time, the value of the odds ratio 
itself gives us a simple way of describing the importance or 
odds of a particular variable. 

The log odds ratio has been used because it is resistant to 
two types of sample selection bias, which may be present in 
this study. One type of selection bias is in the distribution of 
relevance. Although the average precision found in this 
project (about 50%) is similar to that found in other studies, 
the end users were self-selected, and this may introduce 
some unknown bias in judgements of relevance. Similarly, 
the searchers were self-selected and, particularly with re- 
gard to cognitive characteristics, may not be typical of 
searchers in general. The virtue of the log odds ratio, or 
of the cross product ratio, is that as long as the selection 
biases of two variables are independent of each other, the 
log odds ratio is unaffected by the bias. This feature makes 
the log odds ratio important in so called retrospective clin- 
ical studies, where it is not possible to form a random 
sample. It is appropriate, for the same reasons, in this study. 

Example calculation of item-wise analysis. The vari- 
able in this example of log odds ratio calculation is the 
number of cycles used in searches. The cut point for cycles 
is 3.40-this is the mean number of cycles per search. 
Calculations involve 8956 cases representing the total num- 
ber of items retrieved by 360 searches done by all searchers 
(9 searches per question, for 40 questions). Of these 5287 
(59%) were judged by users as relevant or partially relevant 
and 3669 (41%) as not relevant. There were 3486 (38.9%) 
cases with cycles above the mean or cut point of 3.40 and 
5470 (61.1%) below the mean. In other words, 3486 items 
were retrieved by searches that had more than 3.40 cycles 
per search. 

Note that the number of cycles is a property of the search 
as a whole, and is inherited by each of the items retrieved 
in that search. Thus, we expect that the items retrieved in 
searches with high values of cycles have a better chance to 
be relevant, although each particular item may be either 
relevant or not relevant. In fact, in searches with cycles 
above the cut point 2145 were relevant or partially relevant 
and 1341 were not relevant. 

The contingency table looks like this: 

Number of Cycles 

US3-S 

Judgement 

Not Relevant 

Rel. or Part Rel. 

Total 

Below Above 
Mean Mean 

2328 1341 

3142 2145 

5470 3486 
61.1% 38.9% 

Total 

3669 

41% 

5287 

59% 

8956 
100% 

We can calculate the odds of REL PREL in each column: 

Above mean odds 2145/1341 = 1.5995: 1 

Below mean odds 3142/2328 = 1.3496: 1 

Ratio: 1.5995/1.3496 = 1.1851 

LN (1.1851) = 0.17 

STD ERROR (from BMPD) = 0.04 

I value = 3.84 

Note: 0.04 is the standard error assuming the given value of 
logarithm of the odds ratio. The c value is calculated on the 
null assumption that the cross product ratio is 1. 

This is an example of a statistically significant (t larger 
than 2) result at 95% significance. It says that items re- 
trieved in cases with a high (above mean) number of com- 
mand cycles are by a factor 1.185 1, or 18% more likely to 
be relevant. In other words, the odds for an item to be 
relevant are 18% higher when a high number of cycles is in 
a search. To generalize, more cycles bring higher chances 
for relevance. 

Example of Calculation of search-wise analysis. The 
variable in this example is the Concrete Experience (CE) 
score on the Learning Style Inventory (LSI) as taken by the 
36 outside searchers. The cut point for CE is 24.70-this 
is the mean score on the CE for the searchers (the possible 
score had a range from 12 to 48). Calculations involve 
precision for 200 searches; the mean precision was 0.54. 
One hundred searches had above mean values of precision 
and 100 below mean. Ninety-nine (49.5%) searches came 
from searchers with below mean CE score and 101 (50.5%) 
with above mean CE score. Forty-one searches came from 
below mean CE scores and had below mean precision. 

The contingency table looks like this: 

Learning Style Inventory 

Below 

Mean 
Above 
Mean Total 

Precision 

Below 

Mean 

Above 

Mean 

Total 

42 59 100 

50% 

58 42 100 

50% 

99 101 200 
49.5% 50.5% 100% 

We calculate the odds of precision in each column: 

Above mean 42/59 = 0.7119: 1 

Below mean 58/41 = 1.4146:1 

Ratio 0.7119/1.4146 = 0.5032 

LN (0.5032) = -0.69 

Standard error = 0.29 

t-value = -2.39 
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Since the r-value even if negative is above 2, this is a 
statistically significant result at 95%, but in a negative 
sense. It indicates that searches from searchers with above 

mean values of CE are by a factor of 0.4968 or 49.68% 
(l-0.5032) less likely to have high (above mean) values of 
precision. In other words, searches from searchers with high 

CE scores are about two times (l/0.503) more likely to have 
low (below mean) precision. To generalize: higher CE 
scores bring higher chances or odds for low precision or 
lower chances for high precision. 

Such calculations and conclusions are applied to all 
meaningful variables with significant results, as presented in 
parts II and III in the series of articles on this study of 
information seeking and retrieving. 
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